Abstract: Self-exciting point processes over space or over networks have been a popular model recently due to its wide applicability to a discrete event data arising from various applications, including social networks, seismic catalog data, crime data, epidemiology, and electronic health records. Self-exciting point process models are particularly useful to capture the triggering effect of the historical events on future events. In this talk, I will present our recent effort in developing statistical inference tools for the self-exciting point process models. I will talk about change-point detection, establishing confidence intervals, deal with textual marks, as well as going beyond simple parametric models to capture spatial-temporal in-separable trigger functions.
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